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a b s t r a c t

The transfer of a method from a laboratory to a production site is an important step in the develop-
ment cycle of new pharmaceutical products. Method transfers are increasingly implemented due to the
economical pressure coming from the rationalization of production sites, analytical subcontracting and
fusion of pharmaceutical groups. However, no official guidance regarding study design, data analysis, or
decision procedures is present neither in FDA documents nor in ICH documents for method transfers.
The experiments performed in such a transfer and the methodology used to accept or reject it should be
fitted for purpose. In order to provide to analysts a global view of the problematic of analytical method
transfer, this paper reviews the documentation available in the scientific literature about the design of
ross validation
olerance interval

transfer studies and the required sample size. Special focus is also made on the statistical methodolo-
gies available for decision making with particular emphasis on risk management. Examples of transfer of

pharmaceutical, bio-pharmaceutical and biological methods published in the literature are reviewed in
order to illustrate the various possibilities among the strategies for methods transfer.

© 2009 Elsevier B.V. All rights reserved.
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Nomenclature

X̄ij average of the results of the series j of laboratory
i; i = 1 for the sending laboratory and i = 2 for the
receiving one.

X̄i overall average of the results of the laboratory i.
Xijk kth result of the jth series of laboratory i.
Ji number of series of laboratory i.
Ki number of replicates of laboratory i.
MSEi ANOVA 1 mean square error of laboratory i.
MSMi ANOVA 1 mean square of the model of laboratory i.
�̂2

w,i
within series or repeatability variance of laboratory
i.

�̂2
B,i

between-series variance of laboratory i.

�̂2
IP,i

intermediate precision of laboratory i; it is the sum
of the repeatability and between-series variances.

R̂ ratio of the between-series variance over the
repeatability variance.

RŜDIP,i intermediate precision relative standard deviation
of laboratory i.

LU,RSDIP,2 one-sided upper confidence limit of the interme-
diate precision relative standard deviation of the
receiving laboratory i = 2.

Qt(df,˛) ˛th percentile of a Student distribution with df
degrees of freedom.

�2
˛,df ˛th percentile of a chi-square distribution with df

degrees of freedom.
ˇ coverage value of the ˇ-expectation tolerance inter-

val.
±�T acceptance limits for the trueness (systematic error)

criterion.
�RSDIP acceptance limit for the precision (random error)

criterion.
±� acceptance limits for the accuracy (total error) cri-

terion.
[−�adj; +�adj] adjusted acceptance limits for the accuracy

1

s
l
a
m
d
p
d
p
c
t
s
p
m

c
u
(
t
b
t
a

No recommendations on how to decide about the acceptability of
(total error) criterion with respect to the standard
error of the mean results of the sending laboratory.

. Introduction

An analytical method transfer is a complete process that con-
ists in transferring a validated analytical method from a sending
aboratory (called sender) to a receiving laboratory (called receiver)
fter having experimentally demonstrated that it also masters the
ethod [1,2]. The transfer of a method from a laboratory to a pro-

uction site is an important step in the development cycle of new
harmaceutical products. Method transfers are increasingly used
ue to the economical pressure coming from the rationalization of
roduction sites, analytical subcontracting and fusion of pharma-
eutical groups. The transfer of analytical method is also a part of the
echnology transfers of the production of drug product to different
ites. Few documents or publications focusing on general princi-
les of production transfers exist and this is also true for analytical
ethods transfer [1–7].

Analytical methods transfer is now fully integrated into the life
ycle of an analytical method in the pharmaceutical industry. Reg-
latory agencies, such as the US Food and Drug Administration
FDA), require that a transfer from development to quality con-

rol laboratory, to or from contract or process laboratories should
e performed to certify that the receiver is qualified to execute
he methods during their future routine application. Similarly, to
chieve necessary analytical throughput, bioanalytical methods are
877 (2009) 2214–2223 2215

also transferred from one laboratory to another, and in some situ-
ations, the samples from a clinical study are analyzed by different
laboratories. Thus, analytical methods transfer should ensure that
the results obtained by the receiver will be reliable and comparable
to the ones which would have been obtained by the sending labo-
ratory in order to take the adequate subsequent decisions, such as
the decision to release a batch of drug product, to evaluate phar-
macokinetic studies, bioequivalence studies or to decide about the
illness of a patient.

2. Aim of the analytical method transfer

Like for method validation, method transfer is the last step
before the routine use of the method at the receiving laboratory.
The receiver must therefore give guarantees that he has the capac-
ity to implement the method and, above all, that he is able to obtain
reliable results. The main aim of analytical method transfers is thus
to give guarantees to the laboratories as well as to regulatory bod-
ies that each future result that will be obtained during routine
analysis by the receiving laboratory will be close enough to the
unknown true quantity of analyte present in the assayed sample
[8]. Other connected objectives linked to the method transfer can
be to provide training and expertise to the receiving laboratory.
Thus methods transfer should be a documented demonstration of
the ability of the receiver to provide reliable results.

3. Regulatory expectations and guidelines

For method validation the general methodology is described
in ICH Q2R1 guideline [9] or FDA guidance for the validation of
bioanalytical methods [10]. However no detailed official guideline
exists for a transfer methodology in pharmaceutical or bio-
pharmaceutical analysis. Nonetheless, it should be reminded that
according to ICH Q9 guideline [11], risk analysis and management
should be integrated into a transfer process. When looking deeper
in the FDA guidance for the validation of bioanalytical methods,
methods transfer between laboratories is considered as partial vali-
dation. However, no guidance regarding study design, data analysis,
or decision procedures is present neither in this FDA document nor
in ICH documents for method transfers.

The experiments performed in such a transfer and the method-
ology used to accept or reject it should be fitted for purpose. Indeed,
the process could take months and it is not realistic to perform such
a long transfer in research or in an early development. However,
when the method is transferred from development to production or
when the quality control of a production is outsourced, it is highly
critical to have all the guarantees that the method is mastered by
the receiver in order to avoid problems in the future. To corroborate
the importance of this process, the Food and Drug Administration
(FDA) mentions that analytical transfers appeared frequently in
their 483 observations [12] in the last years. Facing this lack of
regulatory guidance, the FDA collaborated with the International
Society for Pharmaceutical Engineering (ISPE) to publish a guide-
line on transferring expertise and technology associated with
analytical methods [13,14]. Recently (April 2007), a draft guidance
of the Center for Veterinary Medicine of the FDA dedicated to
analytical method transfer and entitled “Protocols for the Conduct
of Method Transfer Studies for Type C Medicated Feed Assay Meth-
ods” has been available [15]. However, this draft document only
gives general principles for the preparation of the transfer of these
particular assays and proposes a minimum sample size to analyze.
the transfer or on how to select an optimal sample size are provided
in this draft guidance. Besides, a commission of the French Society
for Pharmaceutical Sciences and Techniques (Société Française
des Sciences et Techniques Pharmaceutiques—SFSTP) has worked
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trueness and precision criteria to evaluate the acceptability of the
method transfer. It is important to understand, as shown in Fig. 1,
that if one wishes to assess method transfer by evaluating trueness
and precision separately, it should not be limited to the evaluation
of the trueness criteria as too frequently encountered in practice.
216 E. Rozet et al. / J. Chroma

n a practical guideline to evaluate analytical method transfers
edicated to the quality control of pharmaceutical products [2].
nother SFSTP commission [16] has published a guideline about

he transfer of biological methods (or bioassays) which simi-
arly provides general guidelines for setting up methods transfer
ogether with some statistical methodologies and examples of
pplications (such as the evaluation of viral activity by titration in
ells, antibiotic microbiological assay by diffusion, . . .).

. Analytical method transfer steps

An analytical method transfer can usually be composed of sev-
ral steps. First, a team including representatives from the diverse
ites and disciplines concerned is formed (Research and Devel-
pment (R&D), Quality Control (QC), Manufacturing, Statistics).
hen, the development of the analytical method transfer protocol

ncludes [2,17]:

The transfer of the scientific documentation,
The reference samples to be used,
The detailed analytical procedure(s) that will be transferred ded-
icated to impurity determination, assay content, dissolution, and
so on,
The statistical design, sample size, data analysis and decision pro-
cedures,
The training of the personnel involved at the receiving site,
Execution of the method transfer,
Analysis of the results obtained and decision about the accept-
ability of the method transfer which is included in a transfer
report.

eneral information about what to include in the protocol, which
ocumentation to transfer and content of the report can be found

n ref. [2].

. Evaluation of the method transfer

Due to the lack of formal guidance or regulatory requirements,
everal approaches are possible to select the experimental design,
or choosing the statistical data treatment and hence for the deci-
ion process. The success of an analytical method transfer is tested
y comparing results or their summary parameters such as the
eans and variances of the participating laboratories obtained after

nalyzing similar samples. If the test results suggest the rejection of

method transfer, two possibilities may arise as shown in Table 1:

the correct rejection of an inappropriate transfer or,
rejecting a good method transfer (producer risk).

able 1
onsumer and producer risk when making decision about the transfer of analytical
ethods. The columns show the two possible decisions made at the end of the

ransfer step. The lines show the reality about the transfer (never known in practice):
ruly acceptable or truly unacceptable.

Transfer decision

Accepted Not accepted

ransfer truly Acceptable Correct decision Rejection of a
satisfactory method
transfer (Producer
risk)

Not acceptable Acceptation of
defective method
transfer (Consumer
risk)

Correct decision
877 (2009) 2214–2223

For the other situation, if the results imply accepting a method
transfer, two underlying possibilities are again possible (Table 1):

• the decision to accept the transfer is correct or,
• the decision to accept an inappropriate transfer (consumer risk).

This decision has to be made without the knowledge of the true sit-
uation. The probability that one of these cases arises when deciding
about the acceptability of a method transfer depends on the statis-
tical test used [8,18–20]. The consumer risk is the most important
one [11]. It should be strictly controlled because its consequence
would be, for instance, the release of a pharmaceutical lot based
on inadequate reliability of the results obtained in pharmaceutical
routine control.

The main criteria that are evaluated during the transfer of quan-
titative analytical methods are trueness, precision and above all
accuracy. Accuracy is “the closeness of agreement between the value
which is accepted either as a conventional true value or an accepted ref-
erence value and the value found.” [9,10,21–24]. It therefore refers to
total measurement error. Trueness refers to “the closeness of agree-
ment between the average value obtained from a large series of test
results and an accepted reference value” [9,21–24]. This concept is
therefore related to the systematic error of a measurement pro-
cess. Finally, precision refers to “the closeness of agreement (degree
of scatter) between a series of measurements obtained from multiple
sampling of the same homogeneous sample under the prescribed con-
ditions” [9,10,21–24]. This is related to the random error of a mea-
surement process. The ISPE and SFSTP [2,13,16] guides focus on the
Fig. 1. Illustration of the importance to evaluate not only trueness for an analyti-
cal method transfer but to add the evaluation of the precision of the receiver. [−�T;

+�T] is the acceptance limits for trueness, ˆ̄XS and ˆ̄XR are the mean results for the
sender and receiver, respectively, �̂Labs is the bias between the two laboratories; (a)
Trueness of the transfer measured by bias between the two laboratories (�̂Labs) is
acceptable; (b) Trueness is acceptable and the precision (variability) of the receiver
is acceptable; (c) Trueness is acceptable but the precision of the receiver is not
acceptable.
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Table 2
Risk management corresponding to the various statistical approaches relative to analytical methods transfer.

Statistical approach Producer risk (transfer is
erroneously rejected)

Consumer risk (transfer is
erroneously accepted)

Risk of obtaining Out Of Acceptance
limits (OOAc) results*

D No
E Str
T Str

isk to
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9

escriptive Not controlled
quivalence Sample size dependent
otal error Sample size dependent

* If the acceptance limits are the release limits, then the OOAc risk becomes the r

ndeed, if the bias between the two laboratories is acceptable as
hown in Fig. 1a, two situations are possible for the dispersion of
he receiver results around its mean: either it is acceptable (Fig. 1b)
r it is not (Fig. 1c). Thus, when using the classical approaches both
riteria (trueness and precision) should be evaluated before decid-
ng about the acceptability of the transfer. For each of these two
riteria different classical approaches are proposed:

A descriptive one which compares the point estimates of the
eceiving laboratory intermediate precision relative standard devi-
tion to an acceptance limit and the point estimates of the bias
etween the two laboratories to another limit [2,20,25].

Another approach called the difference approach is performed
nd uses a Student t test for the bias between the two laboratories
2,20]. This approach is usually only performed for the trueness
riterion. However a similar approach could be used to assess the
recision one even if it is rarely used.

Finally a third approach called the equivalence approach can be
sed which compares the confidence interval of the bias between
he two laboratories to specific acceptance limits and the upper
imit of the receiving laboratory intermediate precision relative
tandard deviation to another limit [2,13,20,26–29]. The equiva-
ence approach for the trueness criterion is also known as “TOST”

eaning “Two One-Sided t-Test” [26,27]. The equivalence approach
s currently a relatively frequently used approach to assess methods
ransfer [14,29–32].

Comparison of the behavior of the previous approaches can be
ound in refs. [8,18,20]. Table 2 summarizes the main conclusion
etween the comparisons of these approaches in terms of risk man-
gement. As can be seen from Table 2, the only classical approaches
hich control the consumer risk are the equivalence ones. It has also

een shown that the difference approaches are definitely not fit to
he objective of analytical method transfer and should be avoided
o assess the transfer [18,20,26,27]. Thus no more reference to the
ifference approaches will be made in the remaining of this docu-
ent. Finally, it can be understood that these classical approaches

o not look at the final aim of quantitative analytical methods: the
nalytical results. Indeed, when applying those approaches, they do
ot give any information about the quality of the analytical results
enerated by the method at the receiving site [19].

Another methodology proposed for the evaluation of methods
ransfer is to use inter-laboratory tests [33,34]. This approach could
e used if the method is transferred simultaneously to several dif-

erent receiver laboratories and if the final aim of the study would
e to analyze the samples by any of the laboratories involved. How-
ver, in order to obtain reliable estimates, guidelines and regulatory
ocuments about inter-laboratory studies require at least five dif-

erent laboratories [35]. It thus involves a relatively large amount
f laboratories which is rarely met in practice for the transfer of
harmaceutical or bioanalytical methods.

Finally, an innovative and unique total error-based criterion
o assess method transfer has been proposed [8,18,19,36]. This

ethodology considers simultaneously the systematic and random

omponents of error, while at the same time taking into account the
ncertainty of the true value estimated by the sending laboratory
8,18,19]. To achieve this, a ˇ-expectation tolerance interval is com-
uted, that defines a region where a defined proportion (e.g. 95% or
9%. . .) of the receiver future results is expected to fall, and com-
t controlled Not controlled
ictly controlled Not controlled
ictly controlled Strictly controlled and known

obtain Out Of Specification (OOS) results.

pared to acceptance limits adjusted according to the uncertainty
of the true value estimated from the sender results. Comparison of
the risk management with the previous classical approaches is also
shown in Table 2. As can be seen in this table, this last approach is the
only one which allows to adequately answer the objective of an ana-
lytical method transfer by providing to the laboratories as well as to
regulatory bodies the guarantee that the future individual results of
the receiver will be accurate and thus reliable for decision making
[19]. Table 2 shows that, in addition to the control of the consumer
risk, the total error approach proposed by Dewé et al. also controls
the risk to obtain Out Of Acceptance limits (OOAc) results [8,19].
Indeed, the inclusion of the ˇ-expectation tolerance interval into
the acceptance limits reveals that the probability to obtain a future
results of the receiver outside these limits is at most 1-ˇ [19,37,38].
These predictions have been shown extremely reliable using exam-
ples of analytical methods validation studies [39]. Finally, if the
acceptance limits are the specification limit of the product as it
is often done in practice in method transfers, then this approach
controls the risk to obtain Out Of Specification (OOS) results.

5.1. The statistics to perform

Whatever the approach chosen, the first step is to perform a one
way analysis of variance (ANOVA 1) on the results of each of the
laboratory (i = 1–2), since it is the statistical model underlying the
experiments performed. This random ANOVA 1 model with series
(or runs) as random factor is as following:

Xijk = �i + ˛j(i) + εjk(i)
˛j(i) ∼ N(0, �2

B,i
)

εjk(i) ∼ N(0, �2
W,i

)
(1)

where �i is the ith laboratory overall mean, � + ˛j(i) is the mean in
series j of laboratory i, εjk(i) is the residual of the kth replicates of the
jth series in the ith laboratory. �2

B,i
is the run-to-run variance of the

ith laboratory and �2
W,i

is the within-run or repeatability variance
of the ith laboratory.

This model allows to obtain the estimates of the laboratories
means and their variance components [40], with Ji being the num-
ber of series performed at the sending (i = 1) or receiving (i = 2)
laboratory and Ki is the number of replicates per series:

MSMi = 1
Ji − 1

J∑
j=1

Ki(x̄ij − x̄i)
2 (2)

MSEi = 1
JiKi − Ji

J∑
j=1

K∑
k=1

(xijk − x̄ij)
2 (3)

where x̄i =
∑J

j=1

∑K
k=1xijk

JiKi
and x̄ij =

∑K
k=1xijk

Ki
.

If MSEi < MSMj, then

{
�̂2

W,i
= MSEi

�̂2
B,i

= MSMi − MSEi

Ki
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Fig. 2. Decision rule for the statistical approaches dedicated to the evaluation of
the analytical method transfer trueness (bias). (a and b) The descriptive approach,
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Fig. 3. Decision rule for the statistical approaches dedicated to the evaluation of the
analytical method transfer precision. (a and b) The descriptive approach, where (a)
is acceptable and (b) not. (c and d) The equivalence approach, where (c) concludes

ˆ

2
W,1/

/J1K

confidence limit of the RSDIP,2 (LU,RSDIP,2 ; [44]) that is computed
and then compared to an a priori settled acceptance limit (�RSDIP ):
here (a) is acceptable and (b) not. (c and d) The equivalence approach, where (c)
eads to the acceptation of the transfer and (d) its rejection. �̂Labs: Bias between the
wo laboratories; [−�T; +�T] are the acceptance limits for trueness and [L�; U�] is
he confidence interval of the bias.

lse

⎧⎪⎨
⎪⎩

�̂2
W,i

= 1
JiKi − 1

J∑
j=1

K∑
k=1

(xijk − x̄i)
2

�̂2
B,i

= 0

Then, the intermediate precision variance at each laboratory can
e estimated using:

ˆ 2
IP,i = �̂2

B,i + �̂2
W,i. (4)

.1.1. Trueness

.1.1.1. Descriptive approach. For the descriptive approach, the bias
or relative bias) between the sender laboratory (1) and the receiver
aboratory (2) is computed: x̄2 − x̄1 (or 100 × x̄2 − x̄1/x̄1), and com-
ared to an acceptance limit ±�T. If the observed bias (relative
ias) is included inside these acceptance limits then the transfer

s accepted (Fig. 2a), else it is rejected as shown in Fig. 2b.

.1.1.2. Equivalence approach. For the equivalence approach the 90%
onfidence interval of the bias or relative bias is computed and then
ompared to an acceptance limit [41,42]:

For the bias:

(x̄2 − x̄1) − Qt (df, ˛) �̂x̄2−x̄1
; (x̄2 − x̄1) + Qt (df, ˛) �̂x̄2−x̄1

]
(5)

df =
{(�̂2

B,1/J1 + �̂

(�̂2
B,1/J1)

2
/J1 − 1 + (�̂2

W,1/J1K1)
2

If MSEi < MSMi, then LU,�2
IP,2

= �̂2
IP,2 +

√√√√( J2 − 1

�2
˛,J2−1

− 1

)

in the acceptation of the transfer and (d) its rejection. RSDIP,2: relative standard
deviation (RSD) for intermediate precision (IP) of the receiving laboratory; �RSDIP is
the acceptance limit for precision and LU,RSDIP,2 is the upper limit of the confidence
interval of the RSDIP,2.

For the relative bias:[
100

{(
x̄2 − x̄1

x̄1

)
− Qt(df, ˛)

�̂x̄2−x̄1

x̄1

}
;

100

{(
x̄2 − x̄1

x̄1

)
+ Qt(df, ˛)

�̂x̄2−x̄1

x̄1

}]
(6)

with �̂2
x̄2−x̄1

= �̂2
x̄1

+ �̂2
x̄2

= (�̂2
B,1/J1 + �̂2

W,1/J1K1) + (�̂2
B,2/J2 + �̂2

W,2/

J2K2), and Qt(df, �) is the �th percentile of a Student distribution
with df degrees of freedom computed according to: df = (J1 + J1 − 2)
or more accurately based on the Satterthwaite [43] approximation:

J1K1) + (�̂2
B,2/J2 + �̂2

W,2/J2K2)}2

1 − J1 + (�̂2
B,2/J2)

2
/J2 − 1 + (�̂2

W,2/J2K2)
2
/J2K2 − J2

. (7)

If the confidence interval of the bias (or relative bias) is fully
included in the acceptance limits [−�T; +�T] then the transfer is
accepted (Fig. 2c), else it is rejected as shown in Fig. 2d.

5.1.2. Precision
5.1.2.1. Descriptive approach. The descriptive approach for the pre-
cision criterion is made by comparing the intermediate precision
relative standard deviation of the receiving laboratory RŜDIP,2 =
100 × �̂2

IP,2/x̄2 to a predefined acceptance limit �RSDIP . The trans-

fer can be accepted with respect to precision if RŜDIP,2 is smaller
than this limit (Fig. 3a) else it is rejected (Fig. 3b).

5.1.2.2. Equivalence approach. For the equivalence approach ded-
icated to the precision evaluation, it is the one sided 95% upper
2(
MSM2

K2

)2
+
(

J2K2 − J2
�2

˛,J2K2−J2

− 1

)2(
1 − 1

K2

)2
MSE2

2 (8)
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lse LU,�2
IP,2

=
(J2K2 − 1) �̂2

IP,2

�2
˛,J2K2−1

,

here �2
	,


is the 	th quantile of a chi-square distribution with 


egrees of freedom.
Finally the upper limit is: LU,RSDIP,2 = 100

√
LU,�2

IP,2
/x̄2. As shown

n Fig. 3c, if this upper limit is smaller than the acceptance limit then
he transfer is accepted else it is rejected (Fig. 3d).

.1.3. Accuracy
Recently another approach which takes into account the total

easurement error (i.e. the simultaneous combination of ran-
om and systematic errors) has been proposed [8,18,19]. For data
esigned by a balanced one way ANOVA, Mee [45] has devel-
ped a ˇ-expectation tolerance interval aimed at estimating the

nterval in which a proportion ˇ of the measured population is
xpected to belong. The lower and upper ˇ-expectation tolerance
imits for the receiving laboratory (i = 2) results ([L2, U2]) can be
omputed using: [L2, U2] = [x̄2 − k�̂IP,2; x̄R + k�̂IP,2] where k is cal-
ulated in order to have an expected proportion ˇ of the population
ithin this interval. The formula of this tolerance interval is given

y:

k = Qt

(
df,

(1 + ˇ)
2

)√
1 + J2R̂ + 1

J2K2(R̂ + 1)

with df = (R̂ + 1)
2

(R̂ + 1/K2)
2
/J2 − 1 + (1 − 1/K2)/J2K2

[43]

R̂ =
�̂2

B,2

�̂2
W,2

(9)

here Qt(df, 
) is the 
th percentile of a Student distribution with
f degrees of freedom. This interval is thus an interval in which it

s expected that a proportion ˇ (e.g. 95% or 99%) of future results
hat will be obtained by the receiver using the transferred method
ill be included in the acceptance limits (±�) of the transfer. How-

ver, as pointed by Dewé et al. [8], the true value of the quantity or
mount of analyte in the samples is only estimated by the sender,
ith uncertainty. Therefore this variability of the sender must be

aken into account in order to adjust the acceptance limit. These
uthors have proposed to use the confidence interval [L1; U1] of
he sender mean result at a user specified confidence limit (e.g.
0%, 95%, . . .) to perform this adjustment. The acceptance limits
re thus reduced proportionally to the standard error of the sender
ean result through [8]:

−�adj; +�adj] = [(1 − �)U1; (1 + �)L1]. (10)

he analytical transfer will be accepted if the tolerance interval of
he results of the receiver is included in the adjusted acceptance
imit [−�adj; +�adj], else it is rejected.

.2. Acceptance limits

Finally, as can be understood from the previous point about the
tatistical approaches, a main requirement to achieve a conclusion
n methods transfer is to settle the acceptance limits. As stated ear-
ier, no guidance for these acceptance limits is available from the
egulatory bodies of the pharmaceutical industry such as ICH or

DA. The practical guides of the ISPE or SFSTP providing only exam-
les of acceptance limits [2,13,16], it remains the duty of the transfer
eam to select the adequate one(s). For the bioanalytical world a
ay out is possible since in the FDA (2001) guidance for the valida-

ion of bioanalytical methods [10], method transfer is considered
877 (2009) 2214–2223 2219

as partial validation and hence the limits of ±15% for trueness and
15% for precision could be used for the method transfer. Another
proposition was made recently in the workshop and conference
report of the AAPS/FDA conferences on Quantitative Bioanalytical
Methods Validation and Implementation: Best Practices for Chromato-
graphic and Ligand Binding Assays where a maximum allowable total
error of ±30% has been proposed to assess the validity of bioana-
lytical methods [46]. A similar acceptance limit could thus be used
for bioanalytical methods transfer.

When transferring quality control methods, a common practice
is to settle the acceptance limits based on the conventional specifi-
cation limits for a batch of product, e.g. 5% or 10% for drug products,
2–3% for drug substances. However care should be made when
using such acceptance limits. If during the transfer, the method is
already giving results close to these limits, then there is no much
room left for batch or production variability. So, how to define
acceptance limits? One could refer to the recent literature about set-
ting products specifications limits where ˇ-content 
-confidence
tolerance intervals are used [47,48]. Indeed such intervals will pro-
vide the guarantee with 
% confidence (e.g. 95%) that ˇ% (e.g. 99%)
of the results provided by the sending laboratory method will fall
within the calculated tolerance interval [49–52]. This interval could
then be considered the acceptance limits for the transfer study. One
last question remains if one wishes to apply the proposed method-
ology: on what data should this ˇ-content 
-confidence tolerance
intervals be computed?

If the transfer step happens early, then the only information
available is the validation of the method accomplished at the send-
ing laboratory. These acceptance limits can be computed based on
these results. However, it has to be reminded that the precision
of the variance components estimates obtained in validation may
not be excellent due to the relative small number of experiments
usually performed in validation studies. This may lead to either
to tight or to loose tolerance limits and consequently acceptance
limits. By opposite, if the method has previously been in use at
the sending laboratory, data of the Quality Control (QC) samples
used to monitor the in-study performance of the method (for e.g.
through control charts) will provide better estimates of the method
performance parameters, a more reliable ˇ-content 
-confidence
tolerance interval and thus adequate acceptance limits. Finally, a
“fit-for-purpose” approach for setting acceptance limits for meth-
ods transfer (as well as for method validation) could be applied:
evaluating the maximum acceptable total error of the method’s
results for the subsequent routine application of the analytical pro-
cedure [53].

5.3. Experimental design

Another difficult question to answer when designing a method
transfer is the number of experiments to perform in each laboratory
in order to take the adequate decision. Even if method transfer is
usually considered to be of less workload than method validation,
the number of experiments to perform should be made in order to
reduce the consumer and producer risks.

In the pharmaceutical fields, an analytical transfer is usually per-
formed with samples coming from a single batch in order to make
sure that both laboratories work on the same material [8]. If the
transfer is for a method dedicated to the quantification of degrada-
tion products as well as the active substance, different batches may
be used in order to have one (older) batch with presence of these
impurities [13]. If no batches of drug product contain the degra-

dation product or impurities, spiking of the samples with known
amount of the impurity is an acceptable practice [13]. Using dif-
ferent batches of products can be interesting when transferring
method for the control of impurities as they may include differ-
ent concentrations of the impurities of interest and thus allows
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he evaluation of the method transfer over a wider range of con-
entration. However the statistical analysis should be realized for
ach batch separately as each batch will correspond to a different
oncentration level.

Nonetheless, if several batches are used to assess the transfer of
method dedicated to quality control of active substance as sug-

ested in the ISPE guideline [13], it is also important to realize the
tatistical analysis for each batch separately, since pooling all the
ata together will include the batch to batch variability which may
enalize the decision to accept the method transfer by including the
roduction process variability. Indeed, for analytical methods trans-

er, the main aim is to assess the ability of the methods to quantify
ccurately, not to validate the production process. In such situa-
ions, when the transfer is rejected, the question about the source
f the problem remains unanswered: is the failure of the transfer
ue to the analytical method or to the production process? How-
ver, performing a “by batch” analysis will inflate the risk of false
ejection. Thus either a correction of the significance level could
e performed in order to maintain this risk acceptable [54], or a
ingle analysis using all the batches should be used but by remov-
ng the inter-batch variance component to apply the equivalence
r total error approaches. Finally, if the batch to batch variability

s null, the results of all batches could then be pooled for further
nalysis.

The number of series of experiments and replicates to perform
n each laboratory remains the responsibility of the planner of the

ethod transfer. However, the number of experiments is not nec-
ssarily the same for each laboratory involved. Indeed, depending
n the method validation results at the sending site or on histori-
al data, the sender can only realize a single series of experiments

8,18,19]. There should be enough analysis to perform at the send-
ng site in order to estimate with good precision the true amount of
nalyte in the samples studied. Results obtained from the validation
f the method can be used in order to define the minimal number

able 3
ummary of the statistical approaches, experimental designs and acceptance limits used

ases Number of replicates/series Number of series

Sender Receiver Sender Receiver

harmaceutical methods
1 3 3 5 5

2 3 3 8 8

3 4 4 4 4

4 3 3 6 6
5 6 6 1 4
6 3 3 1 5
7 3 3 1 5

ioanalytical methods
8 3 3 5 5
9 3 3 5 5
10 >1 >1 >1 >1
11 ≥6 ≥6 >1 >1

12 20a 20a 1 1

iological methods
13 3 3 3 3

14 3 3 3 3

15 3 3 3 3

a Twenty different incurred samples were analyzed.
b In log10 CCID50/mL.
c In g/L.
877 (2009) 2214–2223

of replicates and series for the sender as proposed in ref. [19] by
looking at the R̂ ratio of the between-series (or inter-run) variance
over the repeatability (or intra-run) variances. If R̂ ≤ 1 then only one
series of at least three replicates could be performed at the sending
laboratory. When available, historical data from control charts of
the sending laboratory could be used similarly.

Nonetheless, it is mandatory that the receiver performs more
than one series in order to evaluate its intermediate precision, even
if this is too rarely done in practice. The ISPE guideline [13] pro-
poses a fixed design of three batches of samples, analyzed by two
different analysts in three replicates: i.e. a total of 18 experiments.
Furthermore, other sources of variability than the operators should
be investigated at the receiving site, such as day to day variability
or the effect of different equipments when relevant. Indeed, it is
important to determine if the receiver will be able to provide reli-
able results during conditions as close as possible to situations that
will be encountered during routine use of the method.

Schwenke and O’Connor [29] describe three types of designs
depending on how samples used for the method transfer are shared
among the two laboratories and the analysts involved. They typi-
cally include days and analysts as major sources of variability. The
simplest design being independent sets of samples being analyzed
at each laboratory by each analyst on different days, and the most
complex one being similar sets of samples shared among the two
laboratories. They also show that increasing the number of days of
analysis increase the power of the statistical analysis. To corrobo-
rate this, recommendations from the literature state that only one
batch of product is enough and that the number of series (for e.g.
days) to perform should be at least four to five with a minimum of
three replicates per series [8,20,25].
These values of number of experiments to perform are only min-
imum values and it has to be evaluated in a case by case basis. To
define the number of experiments to perform, general formulas are
available for the determination of the sample size for the transfer.

in the examples of analytical methods transfer from the scientific literature.

Statistical approach Acceptance limits Reference

Equivalence for trueness [−2%; +2%]
Equivalence for precision <2.5% [20]
Equivalence for trueness [−1%; +0.5%]
Equivalence for precision <1%
Equivalence for trueness [−17%; +17%]
Descriptive for precision <6% [30]
Equivalence for trueness [−15 mg; +15 mg] [29]
Total error [−5%; +5%] [8]
Total error [−5%; +5%]
Total error [−10%; +10%] [18]

Total error [−15%; +15%]
Total error [−15%; +15%] [19]
Equivalence for trueness [−10%; +10%] [56]
Descriptive for trueness [−15%; +15%] [55]
Descriptive for precision [−15%; +15%]
Difference for trueness Not significant (˛ = 5%) [62]
Descriptive for precision [5.7%; 15.5%]

Equivalence for trueness [−0.30; +0.30]b

Difference for precision Not significant (˛ = 5%)
Equivalence for trueness [−5%; +5%]
Difference for precision Not significant (˛ = 5%)
Equivalence for trueness [−0.50; +0.50]c [16]
Difference for precision Not significant (˛ = 5%)
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[19]. A short example is also proposed in ref. [56], about the transfer
of a LC-MS-MS method but with no details about the compounds
and matrix. Gansser [55] and Gilbert et al. [62] also present appli-
cations of methods transfer but here also no analytical details are
available in these examples. Table 3 summarizes the methodologies
E. Rozet et al. / J. Chroma

or instance using the equivalence approach for the trueness crite-
ion, Kringle et al. [20] have proposed two formulas. However, care
hould be made when using such formulas where various assump-
ions are made, the main one being that all the parameters that are
equired are supposed to be the true ones, such as the true bias
etween the laboratories or the true components of variance of the
ending and receiving laboratories. Indeed, these true values are
ever known and only estimated. Thus several scenarios should
e studied in order to evaluate the impact on the sample size of
arious true values of variances and biases. Another more general
pproach, for example when no explicit formula exists, is to perform
tatistical simulations of the transfer: random data are generated
or different combination of true bias, between-series and repeata-
ility variances, number of replicates and series [8,18–20,28]. The
ransfer is then simulated a great number of times (>1000). Then
he decision methodology that will be used for the real method
ransfer is applied to each of the simulations and the proportion of
uccessful transfers can be computed which allows the selection of
he most adequate number of series and repetitions in order to take
dequate decision with a high probability.

For bioanalytical applications the transferability of the method
hould be evaluated over the whole range studied. Samples com-
ng from routine analysis such as incurred samples could be used
f available. If, for examples incurred samples do not cover the vali-
ated range of the method or when the study has not already been

aunched, spiked samples of the matrix under investigation could
e used [19,55,56]. In this condition, a minimum of three concen-
ration levels should be evaluated to assess the method transfer:
low (close to the lower limit of quantification), middle and high
nes (close to the upper limit of quantification) in order to cover
he working range [19,55,56].

. Examples of methods transfer

Several publications can be found in the literature where
emonstration of the transferability of a method between two lab-
ratories is made. In the sequel of this document a review of these
ublications is proposed. A distinction between three groups of
ethod is made. First, analytical methods dedicated to the eval-

ation of pharmaceutical drug substances and drug products i.e.
ethods for the determination of active substances, impurities

nd degradation products or excipients. These are mainly physico-
hemical methods like spectrophotometric methods (e.g. UV, NIRS)
hromatographic or electrophoretic ones. The second group of
ethods includes also physico-chemical ones but used for the

etermination of substances in biofluids. These substances could be
ctive ingredient of pharmaceutical products or their metabolites
s well as endogenous compounds [57–59]. Finally the last group
f methods concerns the biological methods or bioassays [60,61].
hey differ from the others in that the detection and quantifica-
ion is based on biological reactions. Examples of such bioassays
an be immunoassays (e.g. ELISA), microbiological assays, cell based
ssays, and so on.

.1. Pharmaceutical analytical methods

The published quantitative pharmaceutical methods transfers
re for methods relative to the quality control of active ingredi-
nts in drug substances [20] or in pharmaceutical drug products
8,18,20,29], for methods dedicated to the control of degradation
roducts of the active substance in pharmaceutical formulations

18] and for the control of excipients in pharmaceutical products
30]. They are examples of transfer from R&D laboratory to QC lab-
ratories [18,20,30] or to contract research organization (CRO) [8].
hese transfers involved HPLC–UV methods [8,18] and a reversed-
hase ion pair chromatographic (RP-IPC) method with evaporative
877 (2009) 2214–2223 2221

light scattering detection (ELSD) [30]. The experimental designs,
the statistical methodologies used and the selected acceptance lim-
its are given in Table 3.

6.2. Bio-pharmaceutical methods

For methods dedicated to the quantification of substances in
biofluids few examples are available from the literature. In one pub-
lication two cases studies are described, one involves the transfer of
a LC method coupled on-line with solid phase extraction (SPE) using
electrochemical detection (ECD) for the determination of three cat-
echolamines in human urine, while the other one describes the
transfer of an on-line SPE–LC method with fluorimetric detection
for the determination of N-methyl-laudanosine in human plasma
Fig. 4. Application of the total error statistical approach to the three biological meth-
ods transfer of ref. [16]. (a) Transfer of a viral activity measurement method by
titration in cells; (b) Transfer of a microbiological assay by diffusion; (c) Transfer of
a method for the determination of an active substance by weighing. The acceptance
limits were settled at ±15%. : Receiver results; : 95% ˇ-expectation
tolerance interval; : adjusted acceptance limits ([−�adj; +�adj]).
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sed in these case studies in terms of number of experiments, sta-
istical decision methodologies and acceptance limits.

.3. Bioassays

A single document presents applications of quantitative biolog-
cal methods (bioassays) transfer [16]. They include the transfer of

viral activity measurement assay by titration in cells, an antibi-
tic microbiological assay and a method for the determination of an
ctive substance by weighing [16]. The experimental designs, deci-
ion methodologies and acceptance limits for methods transfer are
resented in Table 3. Furthermore as the data used in these exam-
les are available, Fig. 4 presents the results obtained using the total
rror statistical approach in order to demonstrate its applicability
o these special kinds of methods.

. Conclusion

Analytical methods transfer is more and more performed for
harmaceutical and bio-pharmaceutical applications in order to
ttain efficiency and productivity in a highly competitive indus-
rial sector. However the lack of regulatory documents and the
xistence of only non-binding guidance allow personal interpreta-
ions on how to design, assess and conclude about the acceptability
r rejection of an analytical method transfer. The method transfer
tudy should be precisely planned, communication between the
wo laboratories involved in the transfer should be frequent and
he relevant documentation exchanged. The statistical methodol-
gy used to decide about the acceptability of the transfer should
e clearly detailed, keeping in mind its ability to manage the risks

inked to the transfer. The total error approach is the only one pro-
iding actually the best risk management as it looks at the reliability
f the results that will be obtained by the receiving laboratory dur-

ng the future routine application of the transferred method. This
riginal and powerful methodology has been shown to improve
onsiderably the reliability of the decision about the transferabil-
ty of analytical methods. Use of the descriptive or equivalence
pproaches for decision making in methods transfer should be
aken cautiously, knowing the risks linked to their application. The
umber of experiments to perform should also be carefully evalu-
ted. Realizing different series of experiments at the receiving site
s essential in order to evaluate its intermediate precision variabil-
ty. A general tendency is thus to increase the number of series
ather than the number of repetitions. Performing simulations of
he method transfer is the best way to define the optimal experi-

ental design in terms of series and repetitions per series. Still, one
oint remains highly problematical, but is a mandatory step before

aunching the transfer study: the definition of the acceptance lim-
ts. Some further work should be performed to provide tools and
uidelines on how to adequately define them with regard to the
nal aim of the transferred methods.

Analytical methods transfer requires non-negligible amount of
ork in order to make the adequate decision about the acceptabil-

ty or rejection of the transfer. Extreme care should be made when
hoosing one strategy or another as the transferred method will
aily be used by the receiving laboratory to make highly critical
ecisions such as batch releases or the evaluation of pharmacoki-
etic, bioequivalence and clinical studies.
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